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phishing attacks, 41–46, 197–198
phone companies, 188
phone surveys, 40
physical security, 236
plan of action and milestones (POA&M), 147–148
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cyber development (1995-2001), 81–90
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PPD-21, 104

Presidential Study Directives (PSDs), 255
presidents

agency creation, 266
agency supervision, 74
bill signing or vetoing, 263
cybersecurity policy role, 69–70
Executive Office of. See EOP
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legislative, 264–265

Congressional Record, 264
Congressional Research Service, 264–265
proposed bills and law, 264

NATO, 283–284
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RFCs (Requests for Comments), 279
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consequence assessment, 30–33
federal agency roles in, 83–84
frameworks, 16, 18
health care systems, 224
operational planning model, 125
organized crime example, 20
plans, 15
presidential directives for, 96
private sector strategies, 212
process, 18–19
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